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Abstract. We describe a large model system, based on the baker transformation, where

deterministic diffusion occurs. The model is similar to one recently considered by Gaspard, and

by Hasegawa and Driebe. We point out the close relationship between this system and a simple
random walk, and analyse the evolution with time of ensembles in the system using the resolvent-
based version of the ‘subdynamics’ formalism developed by Prigogine and his collaborators. We

obtain an exact and rigorous description of the long-time behaviour of ensembles, including the

irreversible approach to equilibrium, for the case where the system has finite size. We also

consider the ‘thermodynamic’ limit where the size of the system becomes infinite, and derive a

description of the long-time behaviour in this case, where correlations decay non-exponentially

with time.

1. Introduction

The subject of this paper is the process by which diffusion arises from microscopic
chaos. Our model is a discrete-time dynamical system, based on the well known baker
transformation (Arnold and Avez 1968). The model is deterministic and reversible, but
we show that a certain class of ensembles approaches equilibrium irreversibly. The model
system is spatially extended, consisting Mfcells arranged in a line. For finit&, the

decay of correlations with time is exponential, but in the liMit> oo, the decay becomes
non-exponential.

A similar model system was devised by Gaspard (1992). Using the theory of resonances
in dynamical systems, he showed that the longest-lived resonances corresponded to the
eigenvalues of a phenomenological diffusion equation. Both Gaspard (1993) and Hasegawa
and Driebe (1994) gave a spectral decomposition of the evolution operator for Gaspard's
system.

Other authors have also considered the relationship between diffusion and chaos. A
commonly used model, rather more physical than the one employed here, is the Lorentz gas.
Garrido and Gallavotti (1994) carried out a recent numerical study of this system. Gaspard
(1993) also considered a variant of the Lorentz gas, the ‘Lorentz channel’. Schuster (1988)
treated a simple discrete-time model of deterministic diffusion, and Giesel and Nierwetberg
(1982) found universal features of the onset of diffusive behaviour as a parameter is varied.
We shall be concerned not with the onset of diffusion, but with the way in which apparently
random large-scale behaviour emerges from chaotic dynamics on a small scale.
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5888 A K Evans ad P V Coveney

In this paper, after introducing the dynamical system, we show that it is closely related
to the stochastic process generated by a simple Markovian random walk on the integers. The
link between the deterministic dynamical system and the stochastic process of the random
walk is a central theme of this paper. The link is strengthened in section 3.2, when we
derive a kinetic equation. This kinetic equation is the same as the evolution equation for
the random walk, and is obeyed exactly at long times by a certain reduced description of
ensembles in our model system.

The main part of this paper is concerned with applying the ‘subdynamics’, or ‘Brussels’
formalism developed by Prigogine and his collaborators. Using this formalism, we describe
the long-time behaviour of ensembles in our model system, for fhitdhe use of symbolic
dynamics simplifies the work. To make mathematical sense, the subdynamics theory must
be placed in a well-defined space of ensembles. Certain steps in the application of the theory
can be justified only if the linear operators involved (such as the time evolution operator)
satisfy mathematical conditions formulated in this space. As we go through the process of
applying the theory in section 3, we note the conditions required to justify these steps. In
section 4, we construct a space of ensembles in which the required conditions hold, and
hence show that the ‘subdynamics’ description of the long-time behaviour of ensembles is
correct, at least for ensembles contained in the space.

In all discrete-time systems to which the subdynamics formalism has been applied
previously, the decay of ensembles is exponential at long times. This is the case where
the application of the subdynamics formalism is most straightforward. The spectrum of
the evolution operator is discrete, and each exponentially decaying mode in the system
corresponds to a single simple pole in the resolvent. For finite valuég, dhis is also
true for the model system we consider here. However, in the INnit> oo, the discrete
spectrum becomes continuous and the decay of correlations becomes non-exponential at long
times. As far as the authors know, this is the first case where the subdynamics formalism
has been applied to a discrete-time system where correlations decay non-exponentially with
time.

Some previous work on the application of the theory of subdynamics, and related
methods, to discrete-time dynamical systems has been done by Hasegawa and Saphir (1992),
Antoniou and Tasaki (1993), and Hasegawa and Driebe (1994). The approach taken by these
authors is to work with matrix elements of operators in a structure known as a rigged Hilbert
space. Here, as in our previous paper (Evans and Coveney 1995), rather than working with
matrix elements we consider bounded linear operators on a Banach space of ensembles.

2. The deterministic random walk

2.1. The dynamical system

We now describe the simple model of deterministic diffusion which is the subject of this
paper. The model is a discrete-time dynamical system, defined by a phase spat a
map T from T" onto itself. T carries phase-space points forwards in timex & T is the
state of the system at time thenTx is the state at time + 1. For our system, the phase
space isN copies of the unit square

{(x,y):0<x <10y <1} D

These copies are arranged in a row, and labelled with integaraning from 1 toN.
We use periodic boundary conditions to simplify the calculations; however the boundary
conditions will make no difference in the limiY — oo, because in this limit an initially
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Figure 2. The first stage of the map.

localized distribution never reaches the boundary.

A point in the phase space is specified by three variables, y), with r labelling the
square, andx, y) giving a point in the square (figure 1).
The dynamical mafg’ can be visualized as a geometrical operation on the phase space
in two steps. The first step is to move the left-hand half of each square one space to the

left, and the right-hand half one space to the right (figure 2).

The second step is to perform a baker transformation twice successively in each square.

The baker transformation is the mapping
y
(2v:3)
B(x,y) =
< 2 2

1
a—LX+—>

NI

NI

&)

As a dynamical system, the baker transformation is highly chaotic. It belongs to the class
of systems known in ergodic theory as Bernoulli automorphisms (Petersen 1983). Such

systems are ergodic and mixing.

To visualize the baker transformation, imagine squashing the unit square to half its
original height, also stretching it out horizontally so that its area is unchanged. Then break
off the right-hand half of the rectangle and place it on top of the left half, again forming a
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Figure 3. The baker transformation.

square (figure 3).

The baker transformation is easy to analyse because of its simple symbolic dynamics.
Any point in the unit squareS can be described by a bi-infinite string of binary digits
. .W_pw_1wow1 . ... The infinite stringwiwyws. .. is the binary expansion of, and
wow_1w_3 ... 1S y in binary. The baker transformation is then a shift of the string one
place to the left:

(Bw); = wit1. 3)

If we write a single point in the row of unit squares @sw), wherer specifies a square

andw a point in the square, then the m@pis described by the equation

T(r,w) = (r — (-1, B’w). 4)
We will refer to the dynamical system described by the rfiaps the deterministic random
walk (DRW). The relationship between this system and the random walk is described in
section 2.4.

In physical terms, one may think of the system as a crude model of an ideal gas,
contained in a vessel which consists of a series of chambers, each linked to the next by a
hole (figure 4). Penrose and Coveney (1994) gave a similar physical picture for their ‘pastry-
cook’ transformation. Over long time periods and on large length scales, we intuitively
expect that the details of the deterministic motion will be unimportant. A coarse-grained
picture of the dynamics should look like a simple random walk between the boxes. More
generally, the DRW is intended to represent any physical system where diffusive behaviour
on a large scale results from microscopic deterministic chaos. This is common in nature:
turbulence, the conduction of heat, and diffusion are examples.
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Figure 4. A physical picture of the DRW model.

Using two successive baker transformations, rather than just one, speeds the decay to
equilibrium of non-uniformities in théx, y) dependence of ensembles. This is necessary
because when only one baker transformation is used, the diffusive behaviour which is the
main subject of this paper does not always dominate the long-time behaviour of ensembles.
The mixing of the(x, y) coordinates in the phase space is so slow that it may significantly
influence the long-time behaviour. This point is discussed in section 4.5.

The idea of coupling strings of baker transformations together to build a model system
of this kind is not new. Elskens and Kapral (1985) devised a system of three coupled baker
transformations, and recently we have studied a system of two coupled baker transformations
in collaboration with Penrose (Penrose and Coveney 1994, Evans and Coveney 1995).
A slightly more complicated version of this system is discussed in Coveney and Evans
(1994). The system that is the subject of this paper differs only in detail from the ‘multi-
baker map’ of Gaspard (1992), both systems being constructed by linking chains of baker
transformations. Gaspard’s work was mainly concerned with the theory of resonances in
dynamical systems. Vollmest al (1997) also analysed the effect of coarse-graining on the
entropy production in a similar model, and considered the implications for non-equilibrium
statistical mechanics.

2.2. Dynamics of ensembles

For the DRW, an ensemble is represented by a fungtionw). Physically, an ensemble
should be a non-negative integrable function, but it will be convenient to work with a larger
space which includes functions that may be negative, and some objects that are not functions
but linear functionals (distributions). This space is defined in detail in section 4. We define
an evolution operatot/ which carries ensembles forward in time in the same way That
carries points:

Up(x) = p(T~x). ()
For the DRW, we have

Up(r,®) = p(r + (=), B~%w). (6)

A Fourier transform representation pfis useful:

(@) = plw.re. @

If N, the range of, is finite, then the inverse transform is
1¢ :
_ Opr
plo,r) =— ; po ()€ ®)

wheref, = 27p/N. If we let N — oo, then we have

2

1 .
plo,r) =5~ ; do pg (w)e?. 9)
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We will assume that all density functionsare real, so thap_y(w) = p; (w).
The action ofU on this representation is

1 s PN
Up(,r) = = 3 [ py, (B~?w)]e"™ (10)
p=1

where
si(w) = (D™ (11)

2.3. The reduced description

The subdynamics theory employs a reduced description of the system, which is determined
by the probability densityp(x) but carries less information. An example of such a
description in statistical mechanics is the one-particle distribution function in the Boltzmann
equation. The reduced description is specified by a projection opeRtmatisfying

P2 = P. Its complement) = 1— P is also a projector. We choos® so that information

about the most slowly changing variables in the system is contain®g.iriThe procedure
which we follow in section 3 then gives us the long-time behaviour of ensembles over the
dynamical system’s phase space.

It is not always obvious how to choose an appropriate projetfar a given dynamical
system. Since the success of the subdynamics formalism depends on this choice, care is
necessary. In Evans and Coveney (1995), we have given an example of how an inappropriate
choice can lead to incorrect results. In section 4.5 we shall see that the same is true for the
DRW.

For the DRW, our choice of reduced description is motivated by the analogy between
the system and the diffusive processes mentioned in section 2.1. We choose a description
which contains information only on the way particles are distributed between boxes, and
not on the distribution within each box. We hope that this coarse-grained description will
satisfy a simple kinetic equation over large timescales. This kinetic equation is derived in
section 3.2.

For the DRW, we define the operat#r, acting on an ensemble, by

Pp(x,y,r) = /dx dyp(x,y,r)

={p) (12)

where (---) is used as shorthand for integration over the unit square. The function
p(r) = Pp depends only om, and not onx or y. For anyr, p(r) gives us the probability
of finding a particle in the box labelled by

The integral can also be expressed in terms of the symbolic sequence

(f) = /dxdy £ y)

:nleoothl Z Z f(w). (13)

w_,=0,1 w,=0,1
Using the symbolic description in terms @f and the Fourier transform representation

of equation (7), we can find expressions for the operafi® P which give the action of
U in the P-subspace. From equations (10) and (12), we have

13N )
UPp(,r) = ) [+ (py, e (14)
p=1
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and
1 X iro
PUPp(,1) = — > “[cost, (ps, )" (15)
p=1
since
Pes1@% — (g1 — cosp,. (16)

In the same way, we can show that fos 0,
1 N
t _ § : ir6,
PU Pp(a), r) = N p:l[C0§ 9[,(,09”)]9 (17)

so that(PU P)' = PU'P. This property of the projection operat®r will greatly simplify
future calculations.

2.4. The random walk

We now compare th&-subspace dynamics of the DRW with a simple Markovian random
walk on the integers, defined as follows.

Let an integerr be the state of the system at time Then the state at time+ 1 is
determined by tossing a coin and adding I tid the coin shows a head, and subtracting 1
otherwise. An ensemble is represented by a funcfiérn). The evolution operator for this
system isV, where

VIr) =3[fr+1+ f@r—D]. (18)

By applying this operator to the Fourier represention (equation (7)), we can show that the
action of V' on a functionf(r) is the same as the action &U’ P, as in equation (17).
Hence, for any functiory' (r), and for each positive integer

PU'PF(r) = V' f(r). (19)

That is, the action ot/ in the P-subspace is the same as that of the evolution operator for
a simple random walk.

Another way of stating this result is if we startrat= 0 with an ensemble@ (r) which is
independent of, then the reduced description of the ensemble at tigezen by PU" o (r),
is the same as i had evolved according to the simple random walk. This is why we refer
to the system described ByandU as a ‘deterministic random walk’. The dynamics of the
DRW are completely deterministic, but the behaviour of the reduced description defined by
P is the same as for a random walk. This also suggests that for infhiteon-exponential
decay will arise in the DRW in the same way that diffusive behaviour emerges from a
random walk.

3. Subdynamics

In this section, we apply the subdynamics formalism to find the long-time behaviour of
ensembles in the deterministic random walk. We shall not give details of the mathematical
background to the formalism in this paper. The discrete-time version of the theory used here
has also been used in Evans and Coveney (1995), and analysed in detail by Bandtlow and
Coveney (1994). Balescu's book (1975) contains a treatment of the continuous-time version
of the formalism, with applications to statistical mechanics, as it stood in the mid 1970s.
A more concise and critical account is given by Obcemea aréhdgrs (1983). A recent
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formulation of the theory, not involving the resolvent, has been considered by Petrosky and
Hasegawa (1989) and Antoniou and Tasaki (1993).

As we describe the subdynamics calculations, we shall note some mathematical
assumptions that are necessary. These assumptions are bounds on linear operators such
as the evolution operatdy. In section 4, we construct a Banach space of ensembles in
which these conditions are satisfied.

3.1. P-subspace operators

A central object in the theory is the resolvent operat¢r) = 1/(z—U). If U is a bounded
operator on a Banach space, then the resolvent, considered as a function on a subset of the
complex plane taking values in the space of bounded operators, is holomorphic at infinity
and has a Laurent series expansion given by

o) Ut
RO =Y o (20

t=0

This expansion is valid whefx| > ||U||, where| U | is the operator norm of/ (Reed and
Simon 1972). The boundedness éfis the first condition which must be satisfied by the
space of ensembles defined in section 4.

In applying the subdynamics theory to a specific system, we first find an expression for
the P-projection of the resolventP R(z) P. We think of PR(z) P, and otherP-subspace
operators such ag(z), as operating not on the full set of possible ensembles, but on the
P-subspace, which is Ran, the range ofP. WhenN is the number of cells in the DRW'’s
phase space, the dimension of Hars N. We can therefore write thB-subspace operators
as N x N matrices operating on some basis of this finite-dimensional space. The question
of which space of ensemblés acts upon does not influence this representation, so long as
RanP is included in the space.

Each singularity of the operatd® R(z) P marks a decaying ‘mode’ in the-subspace.

If the singularities are simple poles, as for the DRW whenv is finite, then each mode
decays exponentially with time, a$.

From equations (17) and (20), we find that

13 ., 1
PR(Z)P,O(CO’F)=N[;€' [m(ﬁeﬂ] (21)

SinceP is bounded, this equation is valid where equation (20) is valid; that iszffor | U ||
However, the right-hand side of equation (21) is a holomorphic function on the entire
complex plane except at the polgs= cosfd,. Thus equation (21) defines a meromorphic
continuation of PR(z) P from the region|z| > ||U| to the entire complex plane. This
continuation is the meromorphic function referred to in proposition 1 of Bandtlow and
Coveney (1994), and therefore gives a correct representatioPRiat) P in the region

lz| > QU Q.

We now wish to obtain an operator which is relatedR®&(z) P, but which takes into
account only the most slowly decaying modes in the system’s evolution. Since each pole of
equation (21) at, = cosf, gives rise to a mode which decays exponentially@sso,)’,
we retain the poles which haveoss,| > A, and discard the others, whexds a threshold
value. Provided we choose > |QU Q||, these poles are in the domain of validity of
equation (21) and are therefore shared BR(z) P. We thus obtain an operatd¥ (z),
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defined by

1 ; 1
W@p@ =1 > &% [—(p@)]. (22)

pil cost,|>A = COS@P
This operatorW (z) is usually written asP = (z) P, because it is related by the equation
W(z) = PE()P (23)

to an asymptotic operatd@(z) which we shall construct later. However, for the moment
W(z) should be thought of simply as an operator from thesubspace into itself which
contains information about long-time behaviour in thesubspace.

The collision operatony(z) is a measure of the influence of th@-subspace on the
P-subspace dynamics. It is defined by

1
=PUQ————QUP. 24
¥ (2) 05052 (24)
Since (see Bandtlow and Coveney 1994),
PR(z)P =P 1 (25)

P
= PUP —Y(2)
we can show using equation (21) thatz) = 0, this conclusion also being valid for

lz| > QU Q]|

As we stated earlier, these-subspace operators can be defined independently of the
function space used as the domainlaf An important stage of the subdynamics procedure
is to extend the long-time description given Ii(z) from the P-subspace into the full
function space. This is the subject of section 3.3.

3.2. The kinetic equation

In statistical mechanics, the most important purpose of the subdynamics formalism is the
derivation of kinetic equations such as the Boltzmann equation (Balescu 1975). Although
for a discrete-time system it is not possible to find differential equations for the evolution
of parts of the probability distribution, there is a discrete-time difference equation which is
closely analogous to the continuous-time kinetic equation derived using subdynamics.

In this case, wherg/(z) = 0, the equation is simply

pry1 = PUPp (26)

as we have shown in an earlier paper (Evans and Coveney 1995). This is a closed kinetic
equation for the evolution of thé-subspace component of the mode that dominates the
long-time behaviour. In the long-time limit, the reduced distribution

pi(r) = (pi(@, r)) = Ppy(w,r) (27)

converges to a solution of this equation. Sinée= PU P, whereV is the evolution
operator for the random walk of section 2.4, in the long-time limit the reduced distribution
function evolves according to

Pr+1(r) =V pi(r) (28)

as if it is governed by a random walk.

This result strengthens the connection between the DRW and the simple random walk.
In section 2.4, we noted that for any ensempl@) which is independent ob at+ = 0,
the reduced description at tinzeis the same as ib had evolved according to the simple
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random walk. Now we see that for a more general class of ensembles) att = 0, at
long times the reduced description converges to the behaviour of a simple random walk.
At this point, we have not constructed the mathematical framework of the theory, so we
do not yet know for which ensemblggr, w) this conclusion is valid. This mathematical
framework is the subject of section 4. There, we shall see that the theory is valid only when
the number of cellgv is 5 or greater than 6, and only for certain classes of ensembles
In the remaining part of section 3, we give a more complete description of the long-time
behaviour of ensembles in the DRW.

3.3. Moving out of the’-subspace

Since theP-subspace was chosen so that it included the ‘slow variables’ of the system,
we would expect that those modes includedWit(z) dominate the long-time behaviour,
even outside theP-subspace. The next step is therefore to ext8hd@) to include the
Q-subspace, giving an asymptotic operai(z) such thatW(z) = PX(z)P. In section 4,
we show that this operator does indeed give an accurate representation of the long-time
behaviour of ensembles.

The equation which allows this extension to be carried out is the ‘Brussels
decomposition’:

R(z) =[P + C(@]PR()P[P + D(2)] + S(2). (29)

For details of the derivation of this equation, see Bandtlow and Coveney (1994). The
operatorsS(z) = Q[1/(z— QU Q)]0, C(z) = S(z)UP and D(z) = PUS(z) are known as
the reduced resolvent, the creation operator, and the destruction operator. These operators
are holomorphic in the regioz| > ||QUQ]||. Bandtlow and Coveney showed that
equation (29) is valid in this region of the complex plane.

BecauseC(z), D(z) and S(z) are holomorphic in this region, (29) implies that the
only singularities of R(z) in the region|z| > ||QU Q|| are simple poles at the location
of the simple poles inPR(z) P. Each of these poles represents a decaying mode of the
evolution described by/. We can therefore construct an asymptotic operaitr) using
equation (29). We set = |QU Q| and let

be the residue at each simple pejeof W(z), and then construct (z) by
W.
Y(z) = Z[P + C(z))] @ _"Z‘) [P+ D(z))] (31)
% J

where the sum is over the poles Bf(z). The operatorz(z) then has exactly the same

singularities asR(z) in the region|z| > ||QUQ]|. We can find the time dependence
of the modes described by (z) by performing the inverse to the transform operation of
equation (20). We thus obtain a time-dependent asymptotic opexator

PIMES fztz(z) dz (32)

where the integral is around a contour in the complex plane enclosing the unit circle.
The operatorX,, gives an asymptotic description of the long-time behaviour of

ensembles. In other words, for the class of ensemples y, r) for which the theory

is valid (see section 4),

lim |U'p — Z,pll =0 (33)
=00
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where the limit is in the topology of the Banach space described in section 4. As we shall
see, we can also show, for finifé, that the convergence of the limit in equation (33) is
exponential. Setting = 0 in the operatoiX, yields the operatofl, a projection operator
which, when applied to any ensemble, yields the component of that ensemble which controls
the long-time behaviour. For more details, see Bandtlow and Coveney (1994) and Evans
and Coveney (1995).

All the calculations in this section have depended on the conditiorba® is bounded,
and that|| QU Q|| is small enough so that some of the singularitied¥qt) lie in the region
|z| > [|QU Q]||. This is the second condition that will be considered in section 4.

3.4. Creation and destruction operators

We now use the Fourier representation of section 2.2 to find expressions for the creation
and destruction operatoiS(z) and D(z). First, we consider the creation operato(z),
which has a Laurent expansion

C=). (%) P (34)
t=1

valid for |z| > |QU Q||. Sincey (z) = 0, we havePU (QU)*P = 0 for everyk > 0, and
so

(QU)XQUP = U*QUP. (35)
Hence
1 oo U t
C(z)=- — UP. 36
@=3) (%) e (36)
Using the results of section 2.2, we can show that
1 L .
U! QUPp(r, ) = N Z o @b (sa-20+s@-20)++s-1) (é%s(—pzn _ COSQP)(,OH (w)). (37)
p=1

Combining equations (36) and (37), we obtain
1
C@pre = lm 53 & m@)Ax Q) (38)
where

K
AK(Z) — %‘ Z ei@,,(3(1721)+S(372,)+..~571) (eig,,S(fl—zr) — COS@IJ)Zit
t=0

1 K o1 i 1
- (s—1+s—3+--sa-21)) 0, (s_1+s-3+-51-2k))
—Z(z—cose,,)E —Zfe“ prstsaa +ZK+1e'I vhestsa-an) — 10 (39)
t=0
Hence

N

H 1 i0,r —K A0, (s_1+S_3++Ss1-2K))
[P+C(Z)]p(r’w):1<|£nmﬁ;é’ (pe(@)[z gy sorimetaan

K-1
1 )
+ Z F(Z _ COS@,,)e"’”(5‘1“‘3*“”‘1‘2”)}. (40)
t=0



5898 A K Evans ad P V Coveney

A similar calculation shows that
1N .
[D(Z) + P]p(r, Cl)) — Klinoo N Z el@,,r [Z—K (elep(3‘71+573+.4.+S(1—2K))pgp(B—ZKa)))
p=1

(z — cosb)

K-1
+ Z g (ée"(S’1+S’3+'"+S(1’2”)p(.)p (B—wa»:l ) (41)
t=0

To be meaningful, the power series above must converge strongly in the Banach space of
bounded linear operators from the space of ensembles into itself. The resulting expressions
will be evaluated at the poles d¥(z). As we can see from equation (34), the series
converge whenz| > ||QU Q||. So if the poles ofW (z) lie in this region, the expressions
derived in this section can be used. This is the same condition as the one mentioned at the
end of the previous section.

The above equations, although complex, lead to a relatively simple form for the
asymptotic operators which are the aim of the theory.

3.5. The asymptotic evolution operator

We are now ready to follow the procedure described in section 3.3, and construct the
asymptotic operatorZ(z) and X,. From equation (21), we can see that the residliesf
the P-subspace resolvent are operators which act on ensemldssollows

1 .
W,p(w,r) = Né’eﬂ (e, )- (42)

There is one residue for eagp = cosf, with |z,| > A.
We now use equation (31) to constrietz). The orthogonality of Fourier components
leads to a great simplification, and we find thaz) can be written as

1 ; 1
S@p,r) == &% hg, (@) —————(gs,09,) (43)
N |co§,,:|>k "t z—cosg, T
where the sum is over all values pfsuch that cosd,| > A, andgs andh, are defined by

go(w) = lim (cosg)~"e?trtsst i), (44)

and

hy(w) = lim (COSQ)—mei(?(L1+Lg+...+s(1,z,,))‘ (45)

The inverse transform (equation (32)) gives us the time-dependent operator

1 )
Zip@,r) =+ >, €y, (©)C0S 0, (g5, p,). (46)

| coSB, |>A

Thus for finite N, the long-time behaviour of ensembles is described by a sum of
independent, exponentially decaying modes.

The meaning of the limits in equations (44) and (45) will be clarified in section 4. The
distribution 24 is an element of the spaﬁ, andgy is an element of the dual tﬁz; that
is, a linear functional acting on this space. The limits are defined in the topologies of these
spaces.
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4. The space of allowed ensembles

In this section, we define the set of ensemhiés, r) for which the subdynamics theory

can be rigorously justified. The set is restricted by a smoothness condition, but as well
as functions, it contains elements which are not functions, but must be considered as
distributions (linear functionals on a dual space). The definition of this function space

will allow us to give answers to two questions.

The first is a technical question. In section 3, we made two assumptions which have
not yet been justified. The first assumption was that the evolution opdvatetbounded,
so that the power-series expansion (20) of the resolvent is correct for large enotigh
second assumption was th@ty Q is bounded, and that its bound is small enough so that
some singularities oP R(z) P lie in the region|z| > ||QU Q]|. In this section, we shall
show that these conditions are satisfied when the operators act on ensembles in a certain
space.

The second question is concerned with physical interpretation. The DRW is deterministic
and reversible in the same way as the Hamiltonian systems of classical physics. There is
no ‘arrow of time’ in the model. However, we have ¥} an exact asymptotic description
of the evolution of ensembles which shows a decay towards equilibrium in the future, but
not in the past. There is an apparent contradiction here. However, this is resolved by
the fact that the set of ensembles for which the asymptotic description is valid is not time
symmetric. The distinction between past and future enters the theory in this way.

The approach taken in this section is similar to the one used in an earlier paper (Evans
and Coveney 1995) to analyse the ‘pastry-cook’ system. There, we separated ensembles into
‘even’ and ‘odd’ partsp,. and¢_, which evolve independently. Here we make use of the
fact that in the DRW, the Fourier componemigw) of an ensemble evolve independently.

We therefore consider each Fourier component separately in our definition of the space of
allowed ensembles.

One basic idea underlies the mathematics of this section. Since the shifting of the
variable w is central to the dynamics of our model system, we should find exponential
decay of correlations with time if the dependence of ensemble functions on the elements
w; decays exponentially withi|. When w is translated into coordinates and y, such
functions become Lipschitz continuous in tie y) plane. The definition of the functional
Kﬁ in equation (51) is motivated by this idea. It will therefore come as no surprise when,
in section 4.4, we find that Lipschitz continuous functions are part of the function space.

4.1. Definition of the function space

The Fourier transform of an ensemhjéw, r) is defined by equation (7). Since Fourier
components evolve independently, we can define an opavattor each value o#, which
carries a Fourier component forward in time by one unit. If the Fourier component of an
ensemble for anglé at timet is py(w), then the same component at time 1 is Uy oy (w).

The family of operatord/, is defined by

Up f (w) = 1@ £(B2w) (47)

where f (w) is a function of position in the unit square.
The action of the projection operataPsandQ on a Fourier componeny, is independent
of 6:

Pf(w) = (f) (48)
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where( f) denotes the constant function multiplied by the meary aver the unit square,
and
Of () = fw) = (f). (49)
We now define a functional acting on functionfi§w), which will be used to create a
norm for our vector space of ensembles. To avoid cluttered equations, we use the notation

sup [S[A(w)]| = sup  [A(w) — A(@)]. (50)

w,8wln w0 wi=w, (i<n)

In this equation, the supremum is over all pairs of bi-infinite strings of symbpds which
agree on symbols; with i < 0.

Let
KiLf1 = supu™&[f] (51)
keZ
where Z denotes the set of integers,is a real number in the range<Ou < 1 and
Sf1= ssuﬁ)ow[vﬁf(wm. (52)

The functionals{[ f] states how much the functioli} f (w) depends on symbols; to the
right of the zeroth inw.
Another way of writing this equation is, fdr < 0,

52[]0] = sup |8[e*i9(S—l(w)+§—3(w)+“‘3(l+2k)(w))f(a))]|. (53)
w,8w|2k
Fork > 0, we have
BLf1 = sup |s[eeHr Pt fo)]). (54)
,00|

In the latter case, since the differen&® involves only symbolsy; to the right ofi = k,
this simplifies to

S{[f1= sup [8f()l. (55)
w,8w|2k
As we saw in section 2.1, the variable= ... w_jwows ... is the binary expansion of

the y andx coordinates, withwiwows . . . being the expansion of. Fork > 0 the functional
87[ f] measures how much the functighdepends on the digits to the right of th&tl in

this expansion of. For a smooth function, we expect this dependence to decay towards
zero ask becomes large. The functionﬂ’lﬁ[f] is only finite if this decay is faster than*.
Therefore the condition

K°[f] < o0 (56)

is a smoothness condition on thedependence of (w).
The crucial property ofk?, which makes it possible to justify the construction of the
subdynamics operators, is contained in the following equation:

K{Us f1 = uK{[£1. (57)
This is a consequence of the equation
8¢ [Us f1 = 8714 f1] (58)

which follows from the definition ofs{ (55). We also note that the function.ﬁz is
sublinear. That is,

Kila+b] < K{la] + K}[b]. (59)
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We now define a vector spadt;f, whose completiorSZ will form part of the Banach
space of ensemble densities used in the theory.

Te_{f(w)i Ki[Qf] <00, (f)] <00 } (60)
e and f(w) independent ofy; fori < p(f) [

The setT/f contains functions which satisfy the smoothness condition (56), which have a
finite mean, and which are independent of all digitsto the left of some poinp in the
sequencev. The pointp is not fixed, but may depend on the functign At this stageu
is still a free parameter, whose value we can choose in the rargg & 1.

The functional

I£lle = 1)+ K5[Qf] (61)

is a norm on the spacgf. The proof of this fact is very similar to the proof of the theorem
in appendix 1 of Evans and Coveney (1995), so we omit it here. The normed space thus
defined is not complete, so we define the spsg:eto be the completion oT,f under the
norm | - ||o (that is, the space of equivalence classes of Cauchy sequenfﬁ); in

The space of ensembles for the DRW is defined in terms of the faﬁ‘ﬁilyf Banach
spaces. For afixed value &f, an ensemble (w, r) is in the spacél’}’ of allowed ensembles
when, for every integey between 1 anav,

po, (@) € S}/ (62)

whereas in section 2.2, = 27j/N. In other words,Sﬁ’ is the space of ensemblesw, r)
for which each Fourier component is in the appropriate space. The norm for this space is
simply the mean of the norms of all the Fourier components:

1 N
lo@, =53 l1ps - (63)
j=1

4.2. Bounds o/ and QU Q

In this section, we derive bound on the operatdrand QU Q. These two bounds are the
conditions needed to justify the steps in the application of the subdynamics formalism in
section 3.

The bound onU is also necessary for another reason. If an operator is bounded and
linear on a normed space suchE}% it can be extended uniquely to the completed space
SZ by the so-called BLT theorem (see, for example, Reed and Simon (1972), theorem 1.7).
It is clear from the definition of the norm tha and Q are bounded, and can therefore
be extended in this way. Since the functioméﬁ is sublinear and continuous with respect
to the norm| - |4, it can be similarly extended to a continuous functional which satisfies
equation (57) for anyf in the completed space. We may therefore refer to the extension
of these operators tﬁﬁ by the same symbols as the original operators, without the risk of
confusion. However, it is necessary to prove thais bounded before the same can be said
of the extension ol/.

We first give two lemmas which will be useful in deriving the boundstband QU Q.

Both lemmas are proved in the appendix.

Lemma 4.1For any constant functiod,

KLLA] < 2ulAl. (64)
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Lemma 4.2 For any functiong(w) for which (g) = 0,
[(Usg)| < 3|sin6|K’[g]. (65)
We now prove that, is bounded.
Theorem 4.1For any f in the spacel?,

U f1l < SIFI- (66)
To prove this result, we note that according to the definition of the norm, equation (61),
1Us f1I = 1{Us )] + K, [QUs 1. (67)

We first deal with the second term.
Ki[QUs f1 < Kp[Us f1+ K, [PUs f]
= uK,[f1+ K;[(Us )]
< WK[Of1+ uK[Pf1+ K;[(Us )]
<MKﬁ[Qf]+2M2|(f)|+2M|<Uof>I (68)

where the last inequality follows from lemma 4.1. The normlhff therefore has the
following bound:

1Us £ < (U6 )@+ 20) + 2021 F)] + K[ Of]. (69)
A bound on the first term on the right-hand side of this inequality is given by
KUo f)1 < KU Pf)| + 1(Us Of )
< WA+ 31sin0 1K [OF] (70)

where the first term follows from the definition &f, and the second from lemma 4.2. We
therefore have

1Us Il < (L + 21+ 20D )] + (u + 21+ 2w)| sing K[ Of]
< 5SIF (71)
since bothu and sirg have magnitude less than 1. Herlég is bounded.
Theorem 4.2For any f () in the spaces?,
1QUs OF | < 21l £1. (72)
From the definition of the norm (61), and equation (57), we have
1QUs Of o = K [QUy Of]
< KjlUs Of1 + K [PUs Of]
< wKRIOfT + 21/(Us O] (73)

where the last equality holds because for any funcgipRg is a constant function to which
lemma 4.1 applies.
We now use lemma 4.2, which applies to the second term in equation (73) since
(Qf) =0. We obtain
1QUs Of llg < u(1+sinO)K;[Of]
< 2uK[0f]
< 2ull fllo (74)

and this completes the proof.
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Since the norm for ensemblegw, r) is defined simply as a sum of norms of Fourier
components (equation (63)), the corresponding properties of the opetatms QU Q in
the spaces,, follow immediately:

IUI <5 (75)
and
QU Qpll < 2ulipll. (76)
Hence, in terms of the natural operator norm derived fipnij, we have
QU QI < 2u. (77)

This is the most important property of the function space which we have defined. As we

show in the next section, it implies the convergence of the subdynamics approximation to
the true behaviour at long times. It also implies the convergence of the power series used
to constructC(z) and D(z) in section 3.4.

4.3. Convergence of the asymptotic operator

Since the operator€(z), D(z) and S(z) share the denominatar— QU Q, equation (77)
implies that all these operators are holomorphic in the re¢ion- 2u. So by choosing
the parametenr so that 2 < A, we can guarantee tha(z), D(z) and S(z) are all
holomorphic for|z| > A. This both justifies the extension &¥(z) to obtain X(z), and
shows that the resulting (z) gives a correct description of the long-time behaviour, as we
now demonstrate.

From equation (29), we can see that the fact that), D(z) and S(z) are holomorphic
for |z| > 2u also implies that the only singularities ®(z) apart from those irE(z) are in
the disk|z| < 2u. We can therefore write

RZ) =21+ 2(2) (78)

where 3(z) is holomorphic in the regioriz| > 2u. Inverting the z-transform, as in
equation (32), then gives

Ut = Et + i:[ (79)
where s, is exponentially bounded as an operatorsﬁh
I < B! (80)

whereB is a constant. We can therefore write equation (33) in a stronger form which shows
how rapidly the long-time behaviour of ensembles converges to the approximation given by
3. This provides the central theorem of the paper.

Theorem 4.3For any elemenp in the spacesﬁ’, the subdynamics approximatidgy o to
the long-time behaviour of converges exponentially to the true behaviour: that is,

U p — Zipll < C2u)' (81)

whereC is a constant which depends upon the function
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4.4. Functions contained in the space of allowed ensembles

We have established the validity of the subdynamics analysis for the set of ens@jﬁbles

but it is not yet whether this set contains enough ensembles to be useful. In this section,
we describe a class of functions which is a subsesﬁ’)f These are the functions which
obey a certain smoothness condition on theand y dependence in the unit square.

Theorem 4.4Suppose thak: is a non-negative integer, and that, when written as a function
of x andy, f(w) is Lipschitz continuous with exponent on each of the squares of side
27 into which the unit square can be divided; that is, there is a con&tasuch that

|f e, y) = fFGL < K(x = x|+ 1y = y'D* (82)
when the firstm binary digits ofx andx’ and ofy andy’ are the same. Then if
w2® > 1 (83)

fisin Sﬁ for every#é in the range (< 6 < 2.

We omit the proof of this theorem, which is almost identical to the proof of theorem 5.4
of Evans and Coveney (1995). It is easy to see that, since the Sﬁaisedefined in terms
of the function space§ﬁ, functions p(w, r) which obey the smoothness condition of the
above theorem for every value ofare in S{LV. This provides a large class of ensemble
functions which is a subset ¢f)', and hence for which theorem 4.3 is valid.

To make the theory which we have constructed work, we must choose 2, where
A is the cut-off radius for the singularities df(z), introduced in section 3.1. From
equation (83), we then have

1 log A

For example, if we choose = 1/,/2, thena > %. It is important that the value af is not
greater than 1, because fer> 1 the condition of Lipschitz continuity is very restrictive:
it allows only piecewise constant functions. Rearranging equation (84) yields

A > 2% (85)
Hence for the theory to apply to functions which are not piecewise constant, we need
A > % (86)

4.5. When does the theory fail?

Are there any circumstances where the theory fails for the DRW? In an earlier paper
(Evans and Coveney 1995), we saw that for a different model system, the pastry-cook’s
transformation, the theory fails when< 3, whereq is a parameter describing the model.
In the DRW, the only parameter i¥, the number of cells.

The theory will fail unless we can choose a valuerofvhich includes at least one
decaying mode in the operat@r(z). We therefore need to find exponentially decaying
modes which have eigenvalugs satisfying

|2a] > 3. (87)
The eigenvalues of the exponentially decaying modes are the singularities of the operator
PR(z)P. From equation (21), we can see that these are

2
= cos% (88)
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forn =1,2,..., N, whereN is the number of cells. For large values &f there are
eigenvalues distributed throughout the intervdl < z, < 1, including many satisfying
(87).

For smaller values ofv, there are fewer eigenvalues. In fact, for= 1,2, 3,4 and
N = 6, there are no eigenvalues satisfying (87). In these cases the theory fails. The
root of this problem is the fact that for these small valuesvofdiffusive behaviour does
not dominate at long times. Our choice of projection operdas therefore incorrect for
these cases, and hence the theory cannot work. A different choi®e wicluding some
information about the distribution of an ensemble in they) coordinates, might give
correct results. For all other values &f > 1, the theory works as it stands.

If we had used only one baker transformation, rather than two successive
transformations, when the DRW was defined in section 2.1, the result would have been
rather different. Because non-uniformities in the y) distribution decay more slowly
in this case, it is not possible to isolate diffusive modes which dominate the long-time
behaviour, for any value aW. In place of equation (86), we obtain> 1, so that there is
no way to find an exponentially decaying mode with an eigenvalue ». When only one
Baker transformation is used, the theory works only when the set of allowed ensembles is
so restrictive that it includes only piecewise constant functions.

5. The thermodynamic limit

So far, we have been working with the version of the DRW which has a finite valive s

that correlation functions decay exponentially with time. Using the subdynamics formalism,
we have constructed operators which give an exact description of the long-time behaviour
of ensembles as a superposition of a finite set of exponentially decaying modes. However,
our results are expressed in a form which makes taking the limit- co simple. In this

limit, the inverse Fourier transform, which is a sum for finNe(equation (8)) becomes an
integral (equation (9)). This is essentially the only change. Thus equation (46), which gives
the action of the asymptotic operat®y for finite N, becomes in the limitv — oo

Sop(w, ) = / 09 €711y () COS 6 (g0 s (89)
| cosf|>A

As the sum over a finite number of exponentially decaying modes becomes an integral
over an infinite number of modes, the long-time behaviour of correlation functions no longer
needs to be exponential. It is clear that correlations of pure Fourier components will decay
exponentially, but these are exceptional (and represent non-normalizable ensembles).

5.1. Two examples of non-exponential decay

We define a correlation function as the matrix element

oy () =Y (¢, U Y (., 1)). (90)
The physical interpretation is that if we prepare an ensentlgte, r) at time zero, then the
expectation value of the phase-space varighie, r) at timez is g4y ().
Equation (89) gives an expression for the long-time lifj, (r) of such correlation
functions:

8oy (1) e Sy ()
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1
27 J|cospi=2

where ¢y (w) and ¥y (w) are the Fourier transforms of the functiop$w, r) and v (w, r)
(equation (7)).

The simplest example of non-exponential decay is the autocorrelation of the delta
function

do cos 0(d;he)(gove) (91)

5(r) = 1 ifr=0 (92)
"o otherwise.

The Fourier transform of this function is just a constant:

8o (w) = 1. (93)
Evaluating the integrals represented by angled bracket$ in equation (91) is simple.
Using the definition ofgy (equation (45)), we obtain

(8080) = (80)
= lim (cos®)™" (eig(31+53+“‘+5(2mfl))>

m— 00

=1 (94)

since (€9%) = cosh. A similar calculation shows thab;hg) = 1. The expression for the
long-time limit of correlation functions (91) becomes simply

ss(t) = 1 / do € cod 6. (95)
| cosd|>A

The limiting behaviour of this integral for largeis easy to obtain using a saddle-point
technique. The two saddle points arefat 0 andd = =. These points are included in
the domain of integration whatever value ofwe choose in the range @ » < 1, so the
asymptotic behaviour is independentigfas one might expect. The result is

1 t
gaa(f)H—;o W(l+ =DH. (96)
A less trivial example is provided by the autocorrelation of the function

p(w,r) = 38(r)x°. (97)

We can write thec-coordinate in the unit square in termscaf since the digits ofo contain
the binary expansion of:

o0
x=Y 027 (98)
j=1
Hence, by writing the Fourier transform ¢fas
o0
po(@) =3 27U N0 (99)
jk=1

we can evaluate the two integrals in equation (91):

34+
(gote) = a1 )2 (100)
and

(¢ fo) = 1. (101)
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The asymptotic expression for the autocorrelation functigy(z) is therefore

1 5+ 6cos4 +5cos?
Yoo (t) = — do cos 6 . 102
9 (1) 47r/c059|<A <3+Cos49+400529> (102)

By comparing this expression with the autocorrelation of dkHfeinction (equation (95)),

we can see how the distribution over the unit square influences an ensemble’s long-time
behaviour. For the two functions and ¢ which we have considered, the autocorrelation
functions behave differently. However, using the saddle-point technique to evaluate the
integral in equation (102) one can show that in the long-time limj}, (r) converges to the
same asymptotic form aS;s(z) (equation (96)).

6. Conclusion

Since each individual mode in subdynamics decays exponentially, it is not obvious how
the theory can be used to analyse systems where correlations decay non-exponentially with
time. In this paper we have shown how non-exponential decay arises from the superposition
of a continuous range of exponentially decaying modes.

The treatment of the ‘thermodynamic’ limivn — oo given here has not been
mathematically rigorous. This is an example of a general problem. As far as we are
aware all attempts to treat systems where the evolution operator has a continuous spectrum
using the subdynamics formalism have, as here, taken the approach of starting with a
system having a discrete spectrum, and then assuming that the results remain valid in the
continuum limit (Petrosky and Hasegawa 1989). This is also true of many other treatments
of non-exponential decay in non-equilibrium statistical physics (e.g. Reichl (1980)).

In the case of finiteN, we have derived a consistent and exact description of the
long-time evolution of ensembles, which includes the irreversible approach to equilibrium.
This description is valid for a certain space of non-equilibrium ensembles, and the norm
of this space provides the definition of convergence at long times. The choice of this
set of ensembles is a crucial part of the theory. The model itself is invertible and time
symmetric, and the time asymmetry which ensures an approach to equilibrium is supplied
by the ensembles.

The general principle behind the Brussels formalism is that the ‘kinetic’ properties
of a system, which are the macroscopic features accessible to observation, emerge as the
dominant long-time behaviour of an exact description. Thus, the kinetic equation that
we have derived is not an approximation, but a limiting description to which the system
converges when left to itself for long times. If this approach could be carried out with
mathematical rigour for more realistic systems, it would offer an attractive alternative to the
work of Lanford (1975) and Spohn (1980, 1991), where kinetic equations are derived in a
limiting case and are valid only for short times.

One lesson that we have learnt from our studies of discrete-time dynamics, and which
can be applied to more complex systems, is that it is easy to be led astray by the mathematical
apparatus of the Brussels formalism. The formalism can easily produce incorrect results
if the definition of the reduced description does not reflect the long-time dynamics of the
system. A mathematical framework for the theory ensures the correctness of the results if
it is introduced carefully, but it is important to make sure that the framework includes the
functions which we wish to use as ensembles. Otherwise, as in the cases of the pastry-
cook’s transformation for low values @f (Evans and Coveney 1995), and the DRW for
low values of N, we produce a mathematically correct theory which is physically empty.
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The system which we have analysed provides a simple illustration of the way
macroscopic diffusion arises from chaotic processes at the microscopic level. This
phenomenon is ubiquitous in physics, and we hope that our results give an insight into
the statistical mechanics of diffusion processes in general.
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Appendix. Proof of lemmas 4.1 and 4.2

Proof of lemma 4.1For k > 0, sinces; = §;", we have

5, [A] =0. (103)
But for k < 0,
5. [A] < 21A]. (104)
Hence
K, [A] < fggw"ZlAl = 2u]Al. (105)
This completes the proof. O

Proof of lemma 4.2L et

a=(1-w1)g) (106)
and

b= (w1g). (107)
Since(g) =0,

a+b=0. (108)

Now let w, w + dw be sequences which differ only in the value of bit number 1. By
the definition ofK’, (equation (51)),

g(@ + dw) — g(w)| < Kj[g]. (109)
Multiplying by w1 and integrating, we find

(w1]g(w + dw) — g(w)]) < 3K[g] (110)
and hence

(w18(w + dw)) — (w18(®))| < 3K [g]. (111)
But

(w18(w + $w)) = ((1 — w1)g(w)) (112)
so we have

b —a| < 3K[g]. (113)
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Finally,
(Upg) = (&"“g)
=% +e"
= (a + b)cosd +i(a — b)sing. (114)
So, using equations (108) and (113), we obtain
(Usg)| < 3K'[g]sinG|. (115)
This completes the proof. O
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